Aberration measurement from confocal axial intensity response using neural network
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Abstract: We propose a high-speed, parallel system for lens aberration measurement employing a confocal optical setup. This method uses a non-interferometric, conventional confocal axial response to determine the spherical aberration coefficient of a confocal objective. The aberration coefficients are successfully calculated from the intensity axial response by employing a neural network. It is estimated that the system can find out the aberration coefficients of 10,000 microlenses in 20 seconds of measurement and 1 second of calculation time. Our experimental results also demonstrate the practicality of this system.
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1. Introduction

Like VCSEL arrays, microlens arrays are also becoming increasingly important for applications requiring small and spatially parallel optical devices. For industrial applications, optical communications, etc., it is becoming of crucial importance to be able to evaluate the aberrations of great numbers of micro lens arrays. Conventionally, interferometric methods have been extensively employed for measurement of aberration. However, the interferometric method requires a high-resolution image detector, making it extremely difficult and time-consuming to achieve simultaneous detection of large numbers of lenses.

A confocal interferometer has also been employed to measure the aberration of the measured object and the objective itself using a confocal microscope[1, 2, 3]. On the other hand, a parallel confocal microscope with a microlens array objective has been studied[4, 5]. These suggest that a parallel confocal interferometer which can simultaneously determine the aberration of a microlens array can be constructed by combining these two techniques[6].

However, when using an interferometric method such as this, it is necessary to detect the carrier frequency of the confocal interferogram, which requires high-accuracy, high-density axial scanning. Furthermore, depending on the type of interferometer, the system needs to be insulated from any vibration. However, non-interferometric aberration measurement system based on axial intensity response measurement would be both rapid and robust.

Although it is well known that non-interferometric axial intensity response does not contain enough information to retrieve the complete phase information[3], any aberrations in the objective markedly affect the axial intensity response[7, 8] and non-confocal axial intensity response[9, 10].

In this paper, we propose the use of a neural network to determine the spherical aberration coefficient of the objective from the axial intensity response. Neural networks have often been employed to estimate optical parameters using optical signals with insufficient information[11, 12]. To retrieve this information, the neural network compares numerically calculated reference signals with the signals to be measured. In this study, we created axial intensity response signals with several known spherical aberrations as a reference set, and compared them with measured axial intensity response signals. Although this system cannot determine the entire phase distribution of the objective, the use of a neural network enables the spherical aberration coefficients to be determined rapidly and flexibly.

2. Optical setup

Figure 1-(a) is a schematic diagram of a confocal setup for measuring confocal axial intensity response, which includes the properties of the objective. This setup is a simple and exemplary reflective confocal setup based on mirror scanning, except an objective lens is replaced by a microlens array whose aberration coefficient will be measured. We obtain the several axial intensity responses, like that shown in Fig. 1-(b), by only one axial scanning operation of the reference mirror. Each axial response corresponds to each microlens of the microlens array.
Fig. 1. (a) Schematic diagram of the confocal setup employed to measure the axial intensity response, where FT lens is a Fourier transform lens, Mag. lens is a magnification lens, and BS is a beam splitter. The pupils of the microlenses are imaged on the CCD camera, and the reference mirror is driven axially by a stepping motor. The response includes the aberration information of the objective. (b) One example of axial intensity response.

In this setup, the pinhole in a conventional single pinhole, not a pinhole array. It is due to that the pinhole is placed on the focal plane of a Fourier transform lens[4]. And the diameter of the pinhole is selected not to block ±1st order and to block higher order diffraction of the array structure of the microlens. This correct diameter-pinhole separates each axial response of each microlens and, at the same time, works as a confocal pinhole.

In conventional confocal measurement, we place the object to be measured in the place of the mirror; the axial response signal contains information of both of the object and the objective. In this paper, we use an optically flat mirror as the object, so that the axial response contains only the information of the objective.

3. Neural network design

To estimate the aberration coefficient from the axial intensity response, we constructed a neural network which inputs the axial response and outputs the spherical aberration coefficient of the objective. We employed a SNNS neural network simulator[13] on a Pentium III personal computer as the actual implementation of the neural network.
This neural network has 99 neurons in the input layer, 50 neurons in the hidden layer, 1 neuron in the output layer, and a fully connected network structure, as shown in Fig. 2. In this network, the input vector $I_i$ is the axial response itself, and the output $O$ is a linearly compensated spherical aberration coefficient. This compensation strategy uses a bias and scale factor, which is necessary because the output value of this neural network is permitted to range only between 0 and 1. Here the aberration coefficient $[-0.7\lambda \sim 0.3\lambda]$ is calibrated into $[0.05 \sim 0.95]$ with the operating wavelength, $\lambda$, of 632.8 nm.

The value of the hidden neurons are calculated as

$$H_j = f \left( \sum_i V_{i,j} I_i \right)$$

(1)

where $V_{i,j}$ is the weighted matrix between the input layer and the hidden layer, and function of $f$ represents a sigmoid function[14]. The output is then calculated from the hidden vector as

$$O = f \left( \sum_j W_{j} H_j \right)$$

(2)

where $W_{i,j}$ is the weighted matrix between the hidden layer and the output layer. Finally, this value is linearly calibrated into an actual spherical aberration coefficient.

We trained this neural network to estimate coefficients correctly using several training signals. We used numerically calculated axial intensity responses as the training set. The training set is calculated using the following parameters. The focal length of the microlenses is 400 $\mu$m, ten spherical aberration coefficients from $-0.7\lambda$ to $+0.3\lambda$ are considered, and the scanning range of the reference mirror is 400 $\mu$m. Every axial response is shifted to make its center of gravity at FWHM the center of the input vector. This shifting operation reduces the required accuracy of absolute positioning of the scanning mirror in the experiment. We also used $\pm 4 \mu$m-shifted training signals to make the neural network more robust. Hence, the training signal set contains a total of 33 axial responses, namely, 11 spherical aberration coefficient: $\{-0.7\lambda, -0.6\lambda, -0.5\lambda, -0.4\lambda, -0.3\lambda, -0.2\lambda, -0.1\lambda, -0.0\lambda, 0.1\lambda, 0.2\lambda, 0.3\lambda\}$ times 3 shifting variations: $\{-4 \mu m, 0 \mu m, +4 \mu m\}$.

We employed back-propagation algorithm[14], one of the most commonly used algorithms to train the multilayer neural network. The initial values of the weight matrices $V$ and $W$ are randomly determined between -0.1 to 0.1. According to the back-propagation algorithm, the weight matrices are changed as

$$W_{j}^{n+1} = W_{j}^{n} + \alpha (O^n - T)O^n(1 - O^n)H_j^n$$

(3)

$$V_{i,j}^{n+1} = V_{i,j}^{n} + \alpha (O^n - T)O^n(1 - O^n)W_{j}^{n} H_j^n (1 - H_j^n)$$

(4)

where the superscript $n$ denotes that the particular value of the weight is taken at $n$-th epoch, $T$ is an ideal output value namely, a calibrated spherical aberration coefficient. The learning coefficient $\alpha$ determines the learning speed. Although the learning speed is faster with bigger $\alpha$ and slower with smaller $\alpha$, the learning accuracy is more with smaller $\alpha$ and less with bigger $\alpha$. In learning process, thus, we dynamically changed $\alpha$ as, $\alpha = 0.5$ for 1st to 25000th epoch, $\alpha = 0.3$ for 25001st to 35000th epoch, and $\alpha = 0.1$ for 35001st to 45000th epoch. Thus by changing $\alpha$, the network has been trained rapidly in the primary stage of learning process, then trained accurately in the later stage. At each epoch, although, we use all of the 33 training signals to train the network, the order of the training set has been randomly changed in every epoch to enable to find the best solution, not any local solution.
4. Aberration estimation using neural network

This trained neural network was evaluated with several axial responses, namely, (1) axial responses contained in the training set, (2) numerically calculated axial responses not contained in the training set, and (3) experimentally measured axial responses. In the last case, we used two diffractive objective lenses, one with zero aberration and the other with a spherical aberration coefficient of -0.5λ. Figure 3 shows the estimated aberration coefficients, where ×, +, and ○ respectively denote the cases of (1), (2) and (3). The three results for one designed aberration coefficient represent the results of ±4 μm and 0 shifted inputs. The results of experimental ones are averages of results of three different shift-value 0 and ±4 μm. Figure 3, it is evident that the neural network correctly estimates the aberration coefficient within the training range. The RMS error is 0.01λ, 1% of the dynamic range of the system.

This system estimates closely similar values for the inputs with the same aberration coefficient but different shift quantity. On the other hand, it estimates different coefficient values for the inputs with the same aberration but outside of the training range. This shows that the network is operating correctly within the range.
5. Analysis of neural network

Here we discuss the learning process of the neural network. First, the weight matrix $V_{i,j}$ and $W_{i,j}$ are randomly initialized. Then we iterate the calculation to optimize the weight matrix. This operation consists in calculating the estimated output by equations (1) and (2), and calculating the error between the estimated and ideal output, and modifying the weight matrices by equations (3) and (4). Figure 4 shows the learning curve and the history of errors for each iteration. The learning curve shows four phases. The first phase is simply for adjusting the total energy of the weight matrices. The important phases are the second and third phases. The absolute value, namely activity, of the weight matrix $V_{i,j}$ after several iterations is shown in Fig. 5. Here the weight matrices are aligned as the same as Fig. 2. Weight matrices $V$ are the matrices between the input and the hidden layer, and weight matrices $W$ are the matrices between the hidden and the output layer. The horizontal axis of $V_{i,j}$ represents the ID of input neurons $i$, and vertical axes of $V_{i,j}$ and $W_{j}$ represent the ID of hidden neurons $j$. In the second phase, the weight matrix has only a one-dimensional structure, whereas in the third phase, it has a two-dimensional structure. The lateral axis of $V_{i,j}$ in this figure corresponds to the scanning depth of the confocal setup. Hence we conclude that in the second phase, the neural network mainly selects the important part of the axial response; then in the third phase, it creates a network structure that can calculate actual aberration coefficients from key signals. The fourth phase is for fine adjustment of the weight matrices.

6. Working speed

Finally, we discuss the working speed of this system. Here we use 99 neurons in the input layer. The scanning range of the reference mirror is 400 $\mu$m. This means that 99 slices for each 4 $\mu$m are needed in one axial scanning. The number of slices, at 99, is fewer than in the case of a confocal interferometer, allowing high-speed measurement. In our prototype system, this operation takes only 20 seconds. This long scanning time is due to the slow driving and control time of the stepping motor employed to scan the reference mirror. We can easily reduce this measurement time by employing a piezo-
electric transducer or other high speed scanning stages.

The evaluation time of a neural network for one input is estimated as

$$\tau = L(M + N)\delta_m + [L(M - 1) + N(L - 1)]\delta_a$$

(5)

where $L$, $M$, and $N$ are respectively the numbers of neurons in the input, hidden, and output layer; and $\delta_m$ and $\delta_a$ are the calculation times of a CPU for one floating point multiplication and addition. We also have to take into account the time required to calculate the center of gravity, and the time for shifting operation of an axial response. This needs to be done three times for one signal to create three signals with different shifts. For this reason, Equation (5) is modified to

$$\tau' = (2M + NL + LM + 1)\delta_m + (LM - NL + N - L + 3M)\delta_a.$$  

(6)

For example, by substituting $\delta_a \sim \delta_m \simeq 1.4$ ns, the actual benchmark value of the Athlon 700 MHz processor used and $M = 99$, $N = 50$, $L = 1$, the operation time of the neural network is estimated as $\tau' \sim 3$ $\mu$s. It suggests that, even if the actual calculation time is 10 times slower than this estimation, due to slow memory access or other reasons, our system is able to estimate the aberration coefficients of 10,000 micro lenses within 1 second. This system requires only a few tens of seconds of operation time, including time for both measurement and computation, to determine the aberrations of a $100 \times 100$ microlens array.

7. Conclusion

In conclusion, we have proposed and constructed a high-speed aberration measurement system which determines the spherical aberration coefficient of the objective of a confocal setup by means of a neural network. Our prototype system can determine spherical aberration coefficients in the range from -0.7$\lambda$ to 0.3$\lambda$ with less than 1% RMS error. This measurement range can be adjusted to suit other situations.

In this paper, we only consider spherical aberration, because odd aberrations are mostly canceled by reflection type confocal setup, and defocus is also canceled in the signal shifting process. We believe that this system also can estimate the aberration coefficients of spherical aberration and astigmatism at the same time by using training signals which contain both of the aberrations.

We estimate that this system can rapidly determine the aberration coefficients of a $100 \times 100$ microlens array, with 20 second measurement time and less than 1 second calculation time.